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Organization
 NREN : HARNET (Hong Kong Academic and Research Network)

 Number of member institutions : 16 (10 connected to HARNET)

 Backbone : Multiple 10G with 2 x Optical DWDM Rings



Network update
 Network connection (National) : 

 Optical Network upgraded to 2 x DWDM Rings with Multiple 10Gs

 Network connection (International) : 

 Commodity Internet 5.6Gbps -> 8Gbps, 
 TEIN 120M -> 1G

 DDoS Mitigation Services Subscription – experience sharing

 HARNET – R&E Node



Network update – from single DWDM node

Presenter
Presentation Notes
The situation:

HARNET was using Optical network since 2009, the previous version of Optical HARNET was using the eROADM technology BUT with ONLY one Optical Network devices in the major data centres of each JUCC institution.

Reason for upgrade

As each JUCC institution now have TWO data centres, in order to eliminate the single-point-of failure (i.e. the Optical Network equipment), we added GE connections to the backup data centres of JUCC institutions as an interim solution as shown in the diagram.



Network update – to dual DWDM nodes with 2 x DWDM Rings

Presenter
Presentation Notes
The Upgraded Optical HARNET

The major enhancement is to eliminate single-point-of-failure (SPOF) in our network

 (1) Eliminated equipment SPOF - Now we have TWO optical network equipment situated at JUCC institutions’ data centres for resilience

and

(2) Eliminated Optical fibre SPOF – now we have two Optical Rings utilizing different physical fibres of the services provider



Activity update – DDoS Mitigation Services

Presenter
Presentation Notes
Background

JUCC encountered several DDoS incidents (or DDoS blackmail asking for bitcoin ransom) in 2015/16 and  the traditional mechanism for handling DDoS was not acceptable namely
Block the offending IP addresses – as they most likely are fake
Disconnect the affected target or destination IP addresses from the Internet – the target might be too critical to JUCC for example the JUPAS servers serving University registration for secondary school graduate students, the University undergraduate and postgraduate registration portals etc.

The Solution

JUCC engaged a DDoS Mitigation Services provider through a tendering process to protect JUCC Networks as shown in the diagram

Service Providers Considered:
Akamai, Arbor Networks, F5, Huawei-Cloud-alliance, Imperva, Radware, NexusGuard
We finally selected NexusGuard


The Selection Criteria

We selected the services provider based on its following capability:

Network Capacity - the ability to receive DDoS traffic, current services provider can support up to 1.4Tbps attack network bandwidth
Scrubbing  / Cleaning Capacity – the ability to return clean traffic back to its customers – our service provider can support up to 1.28Tbps scrubbing bandwidth
Number of Scrubbing Centres in the World – the more the better (if we decide to place websites under its protection), our services provider has 9 Scrubbing Centres in the World
Number of 24x7 SOC – Security Operation Centres to monitor customers’ traffic to detect abnormality – our services provider has 6 SOC, 2 in Hong Kong
Unlimited number of protections
Customer reference
Price – HK$ 2.5M for 12 months; ~HK$ 30K per each JUCC institutions per month for Infrastructure (i.e. Internet access/pipe) 5 major websites, and 2 DNS zones protection

The conclusion
JUCC considered the cost HK$30K per institution per month outweighed the risk of critical services being unavailable due to DDoS (and the University image & reputation) and decide to continue subscribing DDoS Mitigation services. Currently JUCC is conducting a new tendering exercise for procuring DDoS Mitigation services for 2018/19 Fiscal year.



Activity update – DDoS Mitigation Services
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Presentation Notes
The Results

JUCC encountered the above different types of DDoS attacks and all were mitigated by the service provider.

Largest DDoS Attack detected and Mitigated was 2.1Gbps

Largest website traffic attack was – 162Mbps and 36,900 requests per second



Activity update – DDoS Mitigation Services



Activity update – New R&E Node

Presenter
Presentation Notes
HARNET R&E Node

Brand – Juniper
Location – would be deployed at Mega-I Advantage 10/F in mid-March 2018 for connecting R&E Networks already located there including but not limited to the following:
     (1) CERNET, CSTNet, APAN-JP, TEIN, ASGCNet, KREONet, HKIX etc.
Charges – No charges for at least 2-years



Activity update – New R&E Node Schedule

2017 2019

Dec 15, 2017

Dec Feb Apr Jun Aug Oct Dec Feb

Equipment & Circuit Installation at Mega-I
3/14/2018

Connect ASGC, CSTNet & KREONet 
to HarR&E
6/1/2018

Connect 
CERNET & TEIN 
to HarR&E
3/12/2019

12/19/2017 - 2/28/2018 HARNET-R&E Node Design

12/15/2017 - 3/14/2018 Equipment Delivery

4/16/2018 - 4/20/2018 JUNOS Training

3/26/2018 - 3/29/2018 APAN45 HARNET-R&E Briefing

Presenter
Presentation Notes
The tentative implementation target.
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